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ABSTRACT

Introduction: The pharmaceutical industry's rapid development of Highly Potent Active
Pharmaceutical Ingredients (HPAPIs) presents significant occupational safety risks. Timely
and accurate hazard assessment is crucial, but traditional methods are often hampered by a
lack of toxicological data for novel compounds. The current practice of Occupational
Exposure Banding (OEB) is a vital risk categorization tool but can be slow and resource-
intensive, creating a bottleneck that struggles to keep pace with drug discovery. There is a
need for faster, data-driven approaches to support and streamline OEB assignment.

Method: This study proposes and validates a novel approach using Artificial Neural
Networks (ANNs) to predict the OEB class of pharmaceutical compounds from their
molecular structure. A dataset of 314 compounds with validated OEB classifications was
compiled from Safety Data Sheets. Over 2,000 molecular descriptors were calculated and
subsequently optimized to a subset of 334 using a Genetic Algorithm to maximize predictive
power. Multilayer Perceptron (MLP) models were then trained and validated for each of the
five OEB classes as separate binary classification tasks.

Results: The predictive models demonstrated high accuracy and robustness. On the
independent validation sets, the ensemble models achieved F1-scores of 83.33% for OEBI,
85.71% for OEB2, 85.71% for OEB3, and 88.89% for OEB4. The model for OEBS,
representing the highest hazard level, achieved a perfect F1-score of 100%, indicating
flawless identification of high-risk compounds. The Receiver Operating Characteristic-Area
Under the Curve (ROC-AUC) values were consistently high, notably reaching 0.90 for OEB1
and 1.00 for OEBS, confirming excellent discriminatory power.

Conclusion: This research confirms the viability of using ANNSs as a rapid and reliable tool
for OEB prediction. The proposed model provides an objective, data-driven method that can
effectively support and accelerate occupational hazard assessment, enabling more efficient
implementation of safety measures in the pharmaceutical industry.

Keywords: Artificial Neural Networks, Occupational Exposure Banding (OEB),
Pharmaceutical Safety, Predictive Modeling, Molecular Descriptors, Genetic Algorithm



RESUME

Introduction : Le développement rapide des Ingrédients Pharmaceutiques Actifs Hautement
Puissants (HPAPIs) dans I’industrie pharmaceutique présente des risques importants en
maticre de sécurité au travail. Une évaluation des dangers rapide et précise est essentielle,
mais les méthodes traditionnelles sont souvent limitées par I’absence de données
toxicologiques pour les nouveaux composés. La pratique actuelle du Occupational Exposure
Banding (OEB) constitue un outil essentiel de catégorisation des risques, mais elle peut
s’avérer lente et consommatrice de ressources, créant ainsi un goulot d’étranglement difficile
a adapter au rythme de la découverte de médicaments. Il existe donc un besoin urgent
d’approches plus rapides, fondées sur les données, pour faciliter et accélérer I’attribution des
classes OEB.

Méthode : Cette étude propose et valide une approche innovante utilisant les Réseaux de
Neurones Artificiels (RNA) pour prédire la classe OEB de composés pharmaceutiques a partir
de leur structure moléculaire. Un jeu de données de 314 composés avec des classifications
OEB validées a été compilé a partir de Fiches de Données de Sécurité. Plus de 2 000
descripteurs moléculaires ont été calculés, puis optimisés en un sous-ensemble de 334 grace a
un Algorithme Génétique afin de maximiser la puissance prédictive. Des modeles de
Perceptron Multicouche (MLP) ont ensuite été entrainés et validés pour chacune des cinq
classes OEB, considérées comme des tiaches distinctes de classification binaire.

Résultats : Les modéles prédictifs ont démontré une grande précision et une robustesse élevée.
Sur les ensembles de validation indépendants, les modeles ensemblistes ont atteint des scores
F1 de 83,33 % pour OEBI1, 85,71 % pour OEB2, 85,71 % pour OEB3 et 88,89 % pour OEB4.
Le modg¢le relatif a OEBS, représentant le niveau de danger le plus élevé, a obtenu un score
F1 parfait de 100 %, indiquant une identification sans faille des composés a haut risque. Les
valeurs de la courbe ROC-AUC ¢étaient systématiquement élevées, atteignant notamment 0,90
pour OEB1 et 1,00 pour OEBS5, confirmant un excellent pouvoir discriminant.

Conclusion : Cette recherche confirme la faisabilité de 1’utilisation des RNA comme outil
rapide et fiable pour la prédiction des classes OEB. Le mode¢le proposé constitue une méthode
objective et fondée sur les données, capable de soutenir et d’accélérer 1’évaluation des risques
professionnels, tout en permettant une mise en ceuvre plus efficace des mesures de sécurité
dans I’industrie pharmaceutique.

Mots-clés : Réseaux de Neurones Artificiels, Occupational Exposure Banding (OEB),
Sécurité¢ pharmaceutique, Modélisation prédictive, Descripteurs moléculaires, Algorithme
génétique
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